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Neural Tangent Kernel at Initialization (L=4) Convergence of the NTK in the In�nite-Width Limit Distribution of the Network Function at the End of Learning (L=3) Error Prediction on MNIST using the NTK Kernel PCA of MNIST with respect to the NTK
The NTK at initial-
ization on the unit 
circle for 2 di�er-
ent widths (10 
random initializa-
tions each), along 
with its in-
�nite-width limit.

For a range of 
widths, the dis-
tances of the NTK 
at initialization to 
its in�nite-width 
limit (orange) and 
to its limit at the 
end of training 
(blue). The dis-
tances are com-
puted in Frobe-
nius norm on a 
�xed batch. 

Distribution of f
θ
 at 

the end of training 
for an L2 cost: 20 
trials for an ANN of 
width 100, com-
pared to the 
common mean 
(blue) and 80% con-
�dence intervals of 
the in�nite-width 
Gaussian distribu-
tion (yellow) and the 
posterior for NTK 
prior (pink).

The 2nd and 3rd 
kernel principal com-
ponents of MNIST 
with respect to the 
NTK (the �rst compo-
nent is essentially 
constant) with L=4. 
The three �rst eigen-
values are 41.03, 1.88, 
and 1.46.

The  NTK can be 
used to predict the 
misclassi�cations 
that an ANN of 
width 500 with L=4 
will make on MNIST. 
It yields a very good 
prediction on 
which wrong labels 
will be chosen by 
the ANN.
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